Disaster-Recovery of thp T
Citywide Immunization} '-
following the World Traé;

Deborah Walker, PhD

Amy Metroka

New York City Department of Heall
Citywide Immunization Registry =
dwalker@health.nyc.gov

Noam H. Arzt, PhD
HLN Consulting, LLC
arzt@hln.com

Alison Chi, MPH
All Kids Count, MHRA
achi@health.nyc.gov

National Immunization Confere
Denver, Colorado
April 28-May 2, 2002

Background

Due to its proximity to the World
Trade Center (WTC) tragedy on
9/11/01, the NYC Citywide
Immunization Registry (CIR) had
to implement. a number of:
emergency: solutions; to continue
noermal fiunctioning




Objectives

m To describe the problems that
impacted CIR technology and
provider relations due to 9/11

m [0 describe the solutions that were
implemented! in order te continue
fiunctioning| despite limited
FESOUICES

Background of the CIR

m Reporting mandated by NYC
Health Code beginning in
January 1997

m Population-based registry
Yearly birth cohort
~ 125,000 children

m Contains over 1.5 million
children with over 13.4" million
Immunization; events




Components of the CIR

Technology:

m Oracle database with server at vendor location
outside of NYC (pre-9/11/01)

connection between NYC office to server
via T1 line

Dissemination of immunization information:
m to physicians, parents. foster care agencies, WIC
via phene; and! fax

via online (intranet)—dikect connection to
Sserver at vendor location

m to MCOs

via in-house batchidatar exchange
application

CIR Projects

Major Current Projects:

m Integration of CIR with Lead Registry to
form the Master-Child Index (a child
health registry)

m Outreach to non-UTD children
participating in Medicaid managed! care

m Ongoing QA work, including de-
duplication of CIR records in database

m Batch) data exchange off immunization
records te MCOrs

m Moving enline: provider application from
Intranet te Internet




CIR Staff
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- DOH Locations




Disaster Recovery Plan

m Developed in Spring 2001

m Followed DOH template

m Topics covered:
Emergency Contact List
Supporting Doecuments
Disaster Avoidance Procedures
Disaster Recovery: Procedures
\/endoer Contact List

Disaster Recovery Plan - con't

m Types of failure covered:
Partial server component failure
Total server component failure
Total server failure
Multiple server failure
Loss of physical plant

m lypes of failure not covered:
Loss) of communications
|Loss| off CIR offfice materials
[Loss| off administrative infiormation




Challenge #1

m Loss of physical space
Duration: 1 month
Implications:

—Inability for program staff to
function normally

—No access to office records,
Work in process

—Generally, nor access to
e-mgail
—JIransportation complications

—Communication: with stafif
compromised

Solution

m Space adjustments:

DOH operated from temporary
mid-town location

\/endor site in mid-town used for
some meetings

Some stafif worked! from home

Offsite vendor software
development activities proceeded
routinely

Many: staiif allocated torother DO
disaster-related activities




Challenge #2

m Loss of all phone lines
Duration: 2+ months
Implications:

—Inability for public and
providers to contact CIR

—Disabled dissemination of
Immunization information to
providers and parents; by,
telephone and! fiax

Solution

m Protocol changes on how
providers should access the CIR:

To retrieve immunization
information, providers and parents
should call vendor outside NYC

Reqguests could also be sent to CIR
via emaill since this avenue
remained unaffiected once access to
physical ofifices) restored




Solution - con't

Broadcast fax sent to all providers
from a remote location about
protocol changes (n=2900)

Individually contacted from home
telephones the most frequent CIR
users (providers) based on analysis
off phone logs (n=100)

Alertsi and! info placed on; CIR
webpage

Heavy, reliance oni cell phones, but
no DOH-wide directory and (at least
initially) limited sexrvice

Challenge #3

m Loss of T1 connection to database
server from DOH facilities
Duration: 74+ months
Implications:

—No dissemination of
immunization information to
providers and parents

—Disabled in-house processing
fior all projects, that needed
adecess to the CIR




Pre-9/11 Network
Configuration (simplified)
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Post-9/11 Network Reality

(simplified)




Solution

Initial solution:

Dissemination of immunization
information directly from vendor site

Some DOH staff at vendor site
Transportation difficulties

Other solutions considered:

Access database from software
development vendor’s facility in Phila.

Access server over the Internet once
back in DOH facilities

Point-to-point wireless solutions

Solution — con't

Permanent solution:

Brought server in-house and
reconfigured network to maintainable
and secure connections
As a result, disabled online intranet users
at provider sites for 2+ months

Notified all online users of interruption in
service and when service was restored
reconfigured users one-by-one to new:
server location

Dissemination of immunization

information brought back in-house
Broadcast fax to alll providers (again)
about protecell changes (n=2900)

Individually: contacted by phone (again)
the most freguent CIR users (n=100)




Final Network
Configuration (simplified)

CIR Server:
HP/9000
K200

Challenge #4

m Retaining sufficient staff for CIR
core activities since many staff
redeployed to DOH recovery work

— Ground Zero recovery.

— Injury surveillance

— Bio-terrorism surveillance
—  Anthrax hotline

s Duration: ~2+ months




Solution

m Evaluation of the amount of time
each staff member could dedicate
to both CIR recovery and overall
DOH recovery efforts

Many: stafif volunteered to work
overtime

Coordination and collaboeration
among staff to speed alll recovery.
effiorts

Acceptance off ~ 2 moenthrdelay in
allmajor projects

Final Steps

m Emergency protocols and contacts were
updated to better respond to future
disasters

m Based on evaluation of protocol
changes, the decision was made to
permanently: store the CIR database
Server in-house




Conclusions

m 7/ months after the tragedy, overall
functioning of the CIR has returned to
almost normal levels

Only 4 phone lines currently exist for online

intranet users to dial in and access CIR,
accelerating move to internet

Lack ofi voicemail service

Increased building| security: with security.
guard stations, metal detectors, and 1D
verification

m Experienced and motivated CIR staff
enabled a relatively: quick recovery. fior
dajly CIR fitinctioning

Lessons Learned

m Need to consider all possible
disaster scenarios, especially loss
of telecommunications

m Need to focus on business
continuity: it's about people!
Balance program needs with
emotional impact on staff
Be flexible and adaptable regarding
stafif:

Implement protecols) to train: stafifi to
respond to requests for
records/information; post-disaster




Lessons Learned - con’t

m Maintain copies of crucial
administrative information (e.g.
staff and vendor contact info,
payroll info) at secure off-site
locations

m Develop a phone tree

m Be prepared to make tough
decisions quickly.

m Be creative regarding solutions




